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Given an incompletely specified sequenti| {1 switching function in the form of
flow table, Paull and Unger had provided a sysiwsmt ic procedure for reducing the
function into & set of maximum compatibles. A teiimmique is presented here for selecting
a minimal closed set of compatibles without the pvwiociss of emumeration. The rules have

beea applied to numerous examples including thoseyrrisented by Paull and Unger.
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1 - INTRODUCTION

For a sequential switching function which is completely specified, the minimiza-~
tion problem has been completely solved by Huffman, Moore and Mesly. The implication
here is that an equivalent flow table can always be found with the minimum number of
rows. As usual, the rows of a flow table correspond to the internal states and the
columns correspond to the inputs. For the class of sequential switching functions
which are not completely specified, the flow tables will have blank entries corre-
sponding to the unspecified outputs or the unspecified next state conditions (or both)
in the flow table. It was pointed out by Ginsburg that an extension of the classical
methods was insufficient to reduce some of the incompletely specified flow tables down
to the minimum number of rows possible. If one adheres to the idea that no defimnite
entry is to be made for a blank in the flow table, but to ignore such an output when
the machine enters such a total state where the output is unspecified, then the pos-
sibility of minimization can be extended. Paull and Unger made use of the above-
stated concept in their paper and presented a systematic procedure for finding the
set of maximum compatibles. PFrom the maximum compatibles, Paull and Unger resort
to the process of enumeration in order to find the minimum closed set of compatibles.
The enumeration process entails a trial and error procedure in order to eliminate
overlapping states in different maximum compatibles.

In the present paper, a systematic procedure will be given to find the minimum

closed set of compatibles without enumeration.
The following section will be a brief review of Paull and Unger's minimization

techaique.
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II Reduction of Incompletely Specified Functions

A brief review of the minimization procedure published by Paull and Un'or(l) will
be presented in this section,

Given an incompletely specified flow table, the concept of arbitrary assignment
for the unspecified output of a total state has allowed additional reductions to be
made, as compared with the classical procedures. The following example will 11{untrnto
the procedure of reducing an incompletely specified flow table to & set of maximum
compatibles.

From the Flow Teble IA, an implication table is constructed such as to exhibit
all the pairwise compatibles as illustrated in Table 1B.

A compatible is defined as a set of states of a flow table that constitutes one
member of some closed grouping. The entries in the implication table are made in the
following manner,

1) If there is a contradictory pair of outputs for a given row-pair in any input
column, then an X ie placed in the corresponding cell of the implication table and no
further attention need be given to that row-pair. This is true for (13), (38), and
(57) in Table 1B. .

2) 1t for a row-pair ab the outputs are not contradictory, then enter all row-pairs
implied by ab in the ab cell. (Self-implication need not be entered into the table.)
Thus in cell (12), (23) 1is entered; and in cell (13), (26) is entered, etc. In cells
(14), (37), (45), (48), and (87), there are no pairs to be entered, so a check mark is
inserted.

A second inspection of the implication table is often necessary. If a row-pair
ab is sn incompatible, then an X is placed in all cells that imply ab, and any other
entries in such cells will be ignored. This process is to Le repeated until no other

incompatible row-pairs are found. A check of the implication Table IB indicates mo



other modifications to be made; thus it is also the final implication table. All
row-pairs with entries which are not X's are compatibles, and those with X's are

incompatibles.

I, 1, Iy
1 21 -- --
2 | 3- 5 - 4-
3 | -0 10 | 7-
4 | -- 2 - --
5 | 6- -1 40
s 4- -- 3-
7 | 4- 1- -1
Table IA

2 23
a7
3 x 15
') .~ | 25 12

6 24 | 34 L 46

34
7 24 ‘gff . | 13] x —
1 2" 3 4 s 6

Teble IB

From Table IB the maximum compatibles can be found. A maximum compatible (MC)
is defined as a set of rows which form a compatible and which is not included in any

larger compatibdle,



There are two procedures presented by Paull and Unger for finding the MC's, but
only one of them will be stated. The procedure is based on the use of incompatibdle
pairs to break down large sets of rows into smaller sets until only MC's remain,

Start with Column 1 of the implication table and work to the right.

1) Write down a set of all states except 1. Then write down a set of states con-
sisting of 1 followed by all states corresponding to non-X rows in Column 1. I our
example, we would have at this point (234567) and (124367).

2) Move to the next column containing X's. If ab is an incompatible, then those
candidate sets containing both a and b must be split into two sets, one with a omitted
and the other with b omitted. The process is repeated through the last column.

In our example the process continues from the candidate sets from Column ) as
follows:

1) (234567) (124367).

2) No change.

3) (24567) (23467) (124367).

4) No change.

8) (2436) (2467) (23487) (12458) (12487).

The maximum compatibles are (23467), (13436) and (12467). The sets (2438) and
(2467) are subsets of the others, thus they cannot be MC's.

Subsequent sections are concerned with the method of finding the smallest col-
lection of compatibles without enumeration. By replacing a compatible with a subset of
itself, the reduced flow table will, in general, have more umspecified entries. A
procedure will be outlined utilizing the set of rules given in Section V to elimimate

the overlapping states where possible.



111 Maximum Compatible Chart

From s given flow table not all of the derived MC's are needed to insure closure,.
This section discusses an appropriate selection of the MC's from the MC chart to cover
all the states in the flow table. This selection of NMC's is not necessarily closed;
the discussion of the closure of the chosen sets is postponed until Section V.

In order to select a suitable minimum set to cover all the states from the group
of MC's, the maximum compatible chart is constructed in the following manner. In
Table Il sach column carries a number at the top corresponding to one of the states in
the flow Table 1A. Each row corresponds to one of the MC's derived in Section 1I,
a8 jdentified by the letters A, B and C in the chart. In each row a cross is placed
under esch internal state contained in the MC represented by that m.. Thus in Table II
the MC A contains states 2,3,4,8 and 7, 80 that the crosses in the A row are in the

respective columns. The remainder of the chart is completed in a similar manner.

5
| A%- (23487)
# B*- (13456)

C - (13467)

Table 11

Table III



An inspection of the MC's indicates that MC's A and B are necessary, since the
internal states 3 and 5 are only included in MC's A and B, respectively. This is
exhibited very clearly from the MC chart since Columns 3 and 5 have exactly only one
cross in them. If a circle is placed around each of the crosses which stand alone
in a column, then each row that contains a circle cross will be called an "Essential
Maxisum Compatible,” (EMC). A single asterisk is placed at the end of each row
corresponding to an MC which is essential. In this example a check of the EMC's thus
indicates a coverage of all the internal states of the flow table. However, if the
EMC's do not cover all the internal states, such as in Table III, it is not obvious
which of the other combinations of MC's is to be chosen in order to insure closure.
This problem is to be discussed in fection V. In any case, one or more choices of the
other MC's are needed in order to insure full coverage of internal states; such a
choice of MC will be called a "Secondary Maximum Compatible,” (SMC).

An interesting configuration of an MC chart arises when a flow table has a set of
incompatibles as shown in Table IV A, The pairwise incompatibles are (13), (34) and
(56). Thus the MC's can be seen to be (243), (248), (136), (1338), (238), (234>, (149)
and (1468). A careful inspection of the MC chart Table IV B shows that there are exactly
the same number of crosses in each column, thus making the choice of EMC's and 8MC's
rather difficult; however, it is quite a relief to find that this type of MC chart only
occurs in very special cases of the flow table. The selection of the appropriate com-
patibles can still be made from an expanded table called the closure table to be defined
in Section IV. The MC chart with the above properties will be called a cyclic chart.
The necessary and sufficient condition for a chart to be cyclic is that the flow table
must have an even number of internal states (m), and the pairwise incompatibles must

occur in ascending order - (12), (34) .... (-m).



2 X
3
4 x
5
e x
1 2 3 4 s
Table IV A
1 2 3 4 5 e
l + (2348) - A
i (245) - B
(238) - C
1 1 s
. (145) - B
(146) - r
: t (238) - @
#( (1358) - H

Table IV B

The sufficiency requirement places the following restrictions on the flow table:

1) No other row-pairs may imply an incompatible pair (12), (34) ... (-m). The
incompatible pairs may imply any combination of the internal states, since the implied
states in this case do not effect the determination of MC's.

2) In any one of the input columns of the flow table there must be only one

contradictory pair of output conditions. They must occur in the positions of (12) or



(34) or ... (-m). (Thus all but two of the output entries in any input column must
be unspecified.)

The restrictions imply the existence of a lower limit on the number of inputs for
a given flow table. If there are more inputs than the lower 1limit, then all of the
output entries in some of the input columns must be unspecified or they must be iden-
tical to the output entries in some of the other columns., The examples shown oli
TablesV A and V B with two and three inputs, respectively, yield the same cyclic
maximum compatible chart on Table V C. Note that in Table V B the output entries of
input Column I are all unspecified. The output entries in Column I can also coincide

with Column I or I3, and the NC chart would still remain the same.

I I,
1 [ 31 | 2-
2 | -0 | 1-

4 2- 31
Table V A

n I3 I3

1 2 - -1 1 -

4 4 - 3 -~ 31

Table V B



1 ] 3 4
1& A - Q3)
*. B - (14)
- L. € - (23)
D - (24)
T
Table V C
3 x
K]
4 b
[
1 2 3 4
Table VI A
1 32 3 4 3
‘ % A - (249)
B - (238)
C - (138)
D - (143)

Table VI B

If m is the even number of states and i is the number of inputs, then the lower
limit on 1 1is ; where m 2 4. PFor m < 4, the problem is trivial.
For m odd the above discussion is still valid, except the MC chart will not be

cyclic. Depending upon the ascending or decending order of the pair-wise incompatibles,
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stote m or state 1 will be included in all of the maximum compatibles. In Table VI A
the implication table of a five-state flow table shows that the pair-wise incompatibles
are in the ascending order, (12) and (34), thus the NC chart Table VI B indicates a
cross on all of the rows in Column 5. If the pairwise incompatibles are (23) and (43),
then all of the MC's will include state 1.

For such cases, except for the end states, the rest of the MC chart is cyeiic.
thus it will be called a partial cyclic chart.

The lower limit on the number of inputs would be i = !-;l where M2 S, For m
equal to 1 or 3 no cyclic chart is possible.

The following section investigates the property of closure table from the chosen

maximum compatibles.

IV Closure Tables

To facilitate the inspection of closure from the EMC's or the EMC's plus the
SMC's, a closure table will be discussed and constructed in this section. The closure
table is constructed from all the states of the EMC's or the ENC's plus the HkT's,as
the case may be. ‘!"ho selected MC's are called the necessary NC's.

Each of the internal states of a necessary NC is shown explicitly in the form of
a row in the closure table, except the outputs have been omitted. The rows correspond-
ing to the internal states of each necessary MC are grouped adjacent to each other.

As an example of how the closure table is constructed, consider Table II.
Both Rows A and B have circle crosses, thus MC's A and B are the essential maximum
compatibles. 1In Table VII the associated closure table is shown where the states
(23467) and (12456) are shown explicitly and grouped as discussed above. The subsets

by implication from the RMC's can be seen directly from the closure tadble. The implied

subsets are (347), (123), and (2348), which are the proper subsets of the essential MC'a.
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The subsets (347) and (2346) indicate that MC (23467) should not be split up.
Therefore, an appropriate closed solution would be (23467) and (125) where the

1 1 1

1 2 3
2 3 S 4
3 - 1 7
A 4 - 2 -
8 4 - 3
7 4 1 -
1 2 - -

B 4 - 2 -
8 8 - 4
6 4 - 3

Table VII

overlapping of states 4 and 6 are eliminated. The solution meets the lower bound of
this particular problem, The lower bound of a flow table was defined by ouuburg(”
to be the number of elements in the largest maximum incompatible.

In the following section a more detailed investigation of the reduction of

overlapping states will be given.

V Reduction of Redundant States

The EMC's do not constitute the sufficient condition for closure. For certain
flow tables the subsets implied are improper; such nonproper subsets may be avoided by
the reduction of overlapping states, or it may be necessary to be introduced for
closure. A nonproper subset is an implied subset which is not included in any one of

the necessary MC's.
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In either case, appropriate rules will be given to suit the requirements of the
flow table. The material which follows will be presented with the aid of examples. In
Table VIII A the idea of self-linkage will be illustrated. A partial closure table is
shown such that the ENC-A implies itself. If there exists a common state between A

and some other EMC, k, the common term, cannot possibly be eliminated from the EMC-A.

L Iz

2 1 - 31

A 3 -0 5 -
5 6 - 2 -

Table VIII A

C&b (25) —» (23) :

Table VIII B

Por example, if state 5 is eliminated, (23) implies (35) which indicates 3 and 8
cannot be split. This can be shown nicely as in Table VIII B, where one may start
with any pairwise subset of A and it will be closed on itself. The above statement
holds true provided that no state im A implies itself in the same input column as the
self-implication. The linkage includes all possible combinations of two states out of
three.

Before continuing with the discussion, some definitions are required.

Definition 1. - A necessary NC is contained if it is self-implied.

Definition 2. -~ A necessary MC is truly contained if it is self-implied without
any self-implication of states.

Thus Rule I can be stated in the following manner: Rule 1. ~ If a necessary MC is
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truly contained, no elimination of common states is possible from that maximum com-
patible,

Definition 3. ~ The internal state, i, is primed in an EMC, k, 1f it is not
inoluded in any other necessary MC.

If a necessary NC is contained, the appropriate rule to be applied ts Rule III
as will be seen.

The self-linkage so far discussed has been through the property of self-implication
of the necessary MC in the closure table. An alternate form of self-linkage can take
place as illustrated in Table IX A. The partial closure table is constructed such that
the common term J cannot be eliminated from A without increasing a row member in the
final flow table, since EMC (368) implies (34) where state 4 is prinod.. The process is
shown on Table IX B, Thus self-linkage can also be obtained from a coupling of

necessary MC's.

Table IX A

P (345)\

(38) (43)

\ (34) /

Table IX B
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In general, the self-linkage of a necessary MC produced by a coupling with
another MC can be divided into two classes.

1) The common term or terms in a MC, k, cannot be eliminated if every non-primed
state of k forms a compatible with a primed state of k in the linkage without the aid
of self-implication of the non-primed state, as shown in Table IX B,

2) Provided no other necessary MC implies a compatible formed by the non-primed
state or states with a primed state of k, the non-primed states may be eliminated if
the linkage is formed by:

a) The subsets of MC, k, not involving the non-primed state or states.

b) The compatibles formed with the aid of self-implication of the non-
primed state or states of MC, k.

c) Any other necessary MC's or subsets which may or may not include the non-
primed state or states of MC, k.,

d) Any combination of a, b and c.

Definition 4. - For a non-contained MC, k, if a self-linkage is formed through
the coupling of other necessary MC'a such that every non-primed state of k forns a
compatible with a primed state of k in the linkage (without self-implication of the
non-primed state), k is known as a fundamental MC.

Rule II - The non-primed state or states cannot be eliminated from a fundamental

If a necessary maximum compatible is neither fundamental mor truly contained,
then Rule III can be applied appropriately.

Rule III - If an MC, k, is neither truly contained nor fundamentsl, then the non-
primed states, 141, 142 ... 1lin, of k may be eliminated if and only if the following
are valid:

1) The implied compatible gy oov Ay 1y .-- 1Jn) is derived with the aid of

self-implication of 111 1“ where IJ'I are the prime states of k.
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2) The compatible (14)...11m, 1j1...15n) is not implied by any EMC or by subsets
of any EMC, including k, whose constituents are all primed,

3) The compatible (14's, 14°s) is not implied by any other compatible (Ti'n.Tj'l)

which is in turn implied by the subsets whose constituents are all primed.
4) The compatible (1, IJ) is not implied by any essential pairwise compatible.
(Pairwise compatibles are to be discussed in Rule 1V.)
The partial closure table shown on Table X A indicates that EMC-A is contained.
The internal state 3 in MC, A, is self-implied, but 3 cannot be eliminated from A

since (34) implies (36) where compatible (34) is implied by the primed states of A,

I, I,
2 6 3
A 3 3 -

3 3 -
B
4 6 5
Table X A
I, I3
2 6 3
A 3 3 -
6 2 4
3 1 -
B
4 5 )

Table X B
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Thus (38) must be a proper subset of (338).

In Table X B the partial closure table shows that state 3 may be eliminated from
EMC-A provided (18) does not imply any proper subset of (236) which includes the non-
primed state 3. PFor an illustration of a non-fundsmental self-linked EMC, see
Table XI A, The non-primed state 3 can be eliminated from EMC-(343); however, MC(36)
sust remain unchanged since (36) is implied by the primed states of A. The EMC - (348)
is non-fundsmental as can be seen from Table XI B, where 3 does not form & compatidle

with either 4 or 8 of MC, A,

Table XI A

(348

(38) (45)

“

Table XI B

Rule IV - The elimination of & common state shared by pairwise compatibles 1is
possible if the following is true:
1) The pairwise compatible is not implied by:
a) Any truly contained ENMC,

b) Any subset of a contained EMC which is truly contained,
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c) Any fundamental MC,
d) Any EMC or subsets of EMC whose constituents are all primed.
3) The pairwise compatible is not implied by any other pairwise compatible
which is in turn implied by the above-mentioned sets.
3) The only implication of the pairwise compatible is by itself,

It had been stated in the beginning of this section that the EMC's do not always
form a closed solution. The subsets'implied by the EMC's may not be included in any of
the EMC's themselves. In order to determine whether the extraneous subsets are needed
for closure, one of such rules to be applied can be stated in the following manner.

Rule V - If a non-proper subset has been implied by the EMC, k, then k should be
checked for self-linkage. If k is self-linked with the aid of the improper subset,
then the non-proper subset must be introduced for closure. Otherwise, the non-proper
subset may be avoided by the elimination of overlapping states. Rule V is a sufficient
condition for the inclusion of the non-proper subset.

In the following example, Rule V will be illustrated. From the flow takbl: as
.shown in Table XIIIA, the MC's are found to be (1346), (1234) and (3456). In Table XII B
an MC chart has been constructed which indicates the MC's (1234) and (3456) are the
essentials. From the closure table shown on Table XII C the subsets implied are (16)
and (45). 8Since (16) is non-proper and implied by EMC-C, the ENC-C must be checked
for self-linkage by Rule V,

(3456)

4
16) (45)
“w
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I, 1,
1 -0 .
2 -0 1 -
3 -- -0

[ 61 4 -
6 - s -
Table XII A
1 2 3 4 5 8
l I- - A = (1348)
B~ (1234)
— Ce- (3436)
Table XII B
L 13 I, I
1 - - B -0 Do
2 - 1 ] D1 c -
3 - - D -0 C -
4 1 - Table XII D
3 - - ll Iz
4 1 - B' .lo .00
8 L 4 c p'1 p-
[} - s D' - C'-
Table XII B

Table XII C
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The EMC-C is self-linked with the aid of the non-proper subset (16), thus (16)
must be included in the solution for closure. By applying Rule III to the necessary
MC's (18), B, and C, states 3 and 6 may be eliminated from MC, C; and states 1 and 4
may be eliminated from MC, B. Thus the final solution for closure is (16), (23) and
(45). If the compatible (18) is labeled D and (23) and (45) are respectively B and C,
then the final flow table is shown in Table XII D,

An alternate procedure for determining whether a non-proper subset implied by the
EMC's is needed is to investigate the subsets implied by the primed states of those
lll:‘l.

Definition 4 - For a compatible which is neither truly contained nor fundamental
such that none of the states can be split without breaching an implication, then that
compatible is bounded.

Rule VI - The non-proper subsets are to be introduced if it is implied by a
bounded compatible.

Rule VI suggests a procedure to be followed in certain cases where Rule V is not so
obtwious, such as a flow table with many input columns. If a non-proper subset is im-
plied by a necessary MC, K, which is neither truly contained nor fundamental, then one
may begin the investigation by observing the subsets implied by the primed states of K.
I1f the compatible, k, formed by the primed states of K is bounded (which could be true
if it is implied either by a truly contained or a fundamental MC), then the improper
subset implied directly by k or by subsets implied by k which in turn implies the
improper subset must be included for closure. However, if the compatible, k, is not
bounded, then the improper subset implied by k directly or indirectly as mentioned
above may be avoided by splitting the compatible, k. The exact procedure is to be
outlined in the next section; however, a brief example will be done here to illustrate

the above-mentioned idea.
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Again consider Table XII; the improper subset is implied by MC, C. The compatible
formed by the primed states of MC, C, is not bounded. Therefore, Rule VI indicates
that the improper subset implied in the chain (56) —= (45)— (16) may be broken up
if 3 and 6 are split.

Therefore, the final solution in this case is (1234), (5) and (8), which is
respectively assigned the letters B', C' and D' as shown on Table XII K.

Rule VII - Non-proper subsets must be introduced for closure if it is implied by:

1) Any truly contained EMC,

2) Any subsets of contained EMC's which are truly contained,

3) Any fundamental MC,

4) Any subsets which are in turn implied by any of the thovo. sets.
Thus it should be obvious that non-proper subsets implied by pairwise compatibles may be
avoided if the pairwise compatibles are not implied by any of the conditions of Rules VI
and VII.

If from the NC chart the EMC's do not cover all the states of the flow table, then
one can do either of the following two things:

1) Construct a closure table for all of the MC's from which a secondary MC
may be chosen to cover all the states, then apply the given rules,

2) Belect a secondary MC which with the EMC has a minimum of overlapping,
and construct the accompanying closure table, them apply the rules.

In Table XIII A a flow table is constructed such that the essential maximum com-
patibles do not cover all the internal states. The MC chart, Table XIII B, lists the
MC's and shows that MC, A, is essential. For a minimum of overlapping states, the SiC
will be chosen to be MC, C. By this choice only the internal state 3 is preseat ia
both the EMC and SMC. In Table XIII C the closure table is constructed for the chosen

EMC and SMC.
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The subsets by implication are (35), (24), (34) and (123). But (33) is a non-
proper subset implied by both of the necessary MC's. Thus the EMC and the SMC must
both be checked for self-linkage since both of the necessary MC's implied the non-
proper subset (35). 1f either one of the necessary MC's is self-linked with the aid
of the non-proper subset, the non-proper subset must be introduced for closure.

A
(1234)

(38) (24)
\_./

c
(256)

(123) (33)

(24)

5 11 3-

] 2 ~ 51

Table XIII A

]
4*}7 I As- (1334)

B -~ (23%)

I D I

Table XIII B
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Iy I L Iz
1 - 2 A B'O AO
2 3 - B Al AO
At -
3 - 4 c A - B'1
4 L} - Table XIII D
2 3 -
c -5 1 3
] 2 5

Table XIIX C
It can be seen that EMC-A 1s fundamental and self-linked with the aid of the non-proper
subset (35). Thus the common term (2] cannot be eliminated from ENMC-A, and (335) must
be introduced for closure by Rules II and V, respectively. The problem now is to re~
duce the overlapping states from the compatiblaes (1234), (35) and (2856). The SMC,
C, is shown to be non-fundamental, thus the overlapping states 2 and 5 may be both

'

eliminated by Rules II and I1I. The final solution is (12:4). (g) and (gs) as shown
on Table XIII D,

For partial cyclic and cyclic charts the closure table should consist of all the
MC's, The given rules are applicable to any combination of MC's which covers all the
states of the flow table, Following is an example of a cyclic table. The flow table is
shown on Table XIV A, From the location of the incompatible in the implication table,
one automatically draws the conclusion of a cyclic maximum compatible chart. The MC's
are (13), (14), (23) and (24) which are shown in Table XIV C. Two obvious candidate sets
which will cover all the states are NC's B and C and MC's A and D,

let's consider the candidate set with MC's B and C, The subset implied is (13),

but it is non-proper. Therefore, MC B which implies (13) must be checked for self-

linkage. 1t is obvious that the compatible (14) is neither bounded nor self-linked,



thus with the application of either Rule VI or Rule VII, respectively, the final solu-
tion for closure is (1), (4) and (33). Similarly, the set consisting of MC's A and D
may be synthesised to be (3), (4) and (13).

nL I3
1l -1 l -
2 10 3 -
3 - - -0
4 4 - 31
Table XIV A
2 X
3 v Vv
14
4 13 23 X
1 3 3
Table X1V B
1 - 1
A
3 - -
1 - 1
B
4 4 3
3 1 3
(o]
s - -
3 1 ]
D
4 4 3

Table XIV C
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The cyclic MC chart derived from a flow table of many internal states may have
many candidate sets for closure. The proper sets to be chosen can usually be seen
from the closure table, since for the cyclic MC chart the minimum number of maximum
compatibles needed to cover all of the states is two. However, the set of MC's chosen
to cover all the states should not imply any non-proper subsets. (Otherwise, it would
mean an extra row member in the final flow table.) Once the candilate sets are chosen,
the procodure is no different from any other non-cyclic cases.

It has been meen in this section that the procedure for finding the minimal closed
set of solutions does not necessarily make use of all the rules, However, it should
be mentioned that the rules given can be applied to all classes of MC charts. Indeed
for the cyclic MC chart the procedure may be quite long; however, one does not often
encounter such a situation. In the following section a systematic procedure will be
hopefully outlined and examples will be shown,

VI Procedure

From the previous section it can be seen that the rules given are sufficient to
eliminate the redundant states where possible., However, a more systematic procedure
is needed for the ipplicatton of the rules. In general, the procedure to be discussed
can be divided into two parts.

A) The necessary maximum compatibles imply only proper subsets,

B) The necessary maximum compatibles imply non-proper subsets in addition to the

proper subsets.

In both cases one should begin the problem from the maximum compatibles found from
the implication table (as defined by Paull and Uncor(l)).

Step 1. Construct the maximum compatible chart.

S8tep 2. Choose the appropriate set of EMC's or the EMC's plus the SNC's so that
it covers all the atetes of the flow table, and construct the corresponding closure

table. For a cyclic maximum compatible chart it is preferable to list all the maximum



compatibles in the closure table from which the candidate sets wmay be exhibited.

Step 3. Determine whether the subset implied by any of the necessary maximus
compatibles is proper or non-proper.

Step 4. Deteruine from each necessary maximum compatible with 3 or more states
whether it is truly contained or fundamental. (Rules I and II.) (The fundamental
property is sufficient, but as mentioned previously, it is not necessary.)

The procedure which follows will apply subscripts A and B to the class of subsets
which are all proper and to the class of subsets which includes non-proper subsets,
ro.inctivoly.

Step SA.

a) Apply ltuin II1 and IV to the necessary MC's which are neither truly coan-
tained nor fundamental to eliminate the overlapping states. Repeat the above rules
if necessary.

b) If none of the necessary MC's are truly contained or fundamental, then
apply Rule III to the sets implied by the primed states of the necessary MC's. Associ-
ate the sets implied with the primed states wherever possible. Continue the anove
procedurs until all subsets implied are proper. (See Example 2 in Section VII.)

Step 5B.

a) For each necessary MC which implies non-proper subsets, if either of the
cases of Step 4 holds, then apply Rule VII.

b) If the truly contained or fundamental MC's do not imply the non-proper
subset, apply Rule III or IV, and Rule V or VI to the other necessary MC's. Repeat
if necessary.

c) If none of the EMC's are truly contained or fundamental, apply Rules III
and VI to the sets implied by the primed states of the EMC's. Continue the process
until all sets implied are proper and non proper sets eliminated if possible. Otherwise

the non-proper subset must be included. (See Example 3.)
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For the sake of clarity Step 6 will be postponed until after the following ex-
smple. From Table XV A the MC's are (2453), (367), (127)and (46), respectively,
given the letters A, B, C, and D. The EMC's are shown in Table XV B to be A, B, and
C. Correspondingly, the closure table is shown on Table XV C, which brings the pro-
cedure up to Step 3.

Step 3.

Subsets implied: (37), (46), (243), (127) and (24).

(48) is non-proper.

L I,
1 21 -0
3 71 4 -
3 -0 40
4 - - -1
5 31 6 -
6 -0 5 -
7 1 - 20
Table XV A
5 6 7
do A - (249)*
T B - (367)*
C - (127)*
)F D - (46)

Table XV B
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L I3 I I3
2 7 4 A' B'1 D' 1
A 4 - - B! c'o A' O
-1 3 ] c' A' l - 0
b* - 0 A''l
3 - 4
Table XV D '
B 6 - 8
7 1 2
1 2 -

c 2 7 4

7 1 2

Table XV C
8tep 4.
From the closure table it is obvious that the EMC-C is truly contained and
BEMC's A and B are neither truly contained nor fundamental. Therefore, the overlapping

states 2 and 7 cannot be eliminated from the maximum compatible C.

Step 8B-b

EMC-C implies (24); therefore A-(243) should remain intact. Since A is
bounded, (46) must be introduced as a non-proper subset, and (367) should not be split
since (37) 1is implied by A also.

It seems that we need all of the MC's to insure closure. However, if we
apply Rule III to the truly contained MC at this stage, we find that both of the over-
lapping states 2 and 7 may be eliminated since no other EMC implies either 2 or 7 with
1. Therefore, by eliminating 2 and 7 from MC-C and 6 from MC-B, the final solution
becomes (1), (46), (37) and (245). This solution has only one overlapping state. The
final rlov_ table is shown in Table XV D for the compatibles labeled C', D', B' and A',

respectively, It should be clear that Step 8, to be given subsequently, will only



apply if at the end of Step 5 two or more overlapping states exist between the truly
contained MC and the other necessary compatibles. If there is only one such over-
lapping state, then it cannot be eliminsted from the truly contained MC, and the pro-
cess ends before it reaches Step 6.

Step 6

Apply Rule III to the truly contained maximum compatible if there exists two

or more common states between the truly contained MC and the other necessary MC's at
the end of Step 5. Then repeat Step 5 if necessary.

For an illustration of a flow table without the necessity of Step 6, the flow
table shown in Table XVI A yields the ssme set of MC's as Table XV B, The maximum com-
patible chart will therefore be omitted in this case. Again the essential MC's are

(248), (387) and (127), labeled A, B, and C, respectively.

I, Ip
1| 21| -o
3| 71| a-
3| -0 40

S 31 6 -
6 -0 8 -
7 1l - 850

Table XVI A



I, I I Iz
) 7 4 A’ B 1 B'1
A 4 7 - B’ c'o A O
5 3 8 c' c1 A' O
Table XVI C
3 - 4
B 6 - 5
7 1 )
1 2 -
c 2 7 4
7 1 5
Table XVI B

Step 3.
Subsets implied: (37), (48), (45) and (127). (48) is improper.

Step 4

(127) is truly contained.

Step 5B-b

Mc (127) i-plten (45); therefore (45) is a bounded compatible. However,
A(245) 1s not bounded since 2 is not implied by any other maximum compatible with
either 4 or 5. Therefore, by Rule VI the non-proper subset (46) may be avoided by
omitting 2 from (245). By Rule III the overlapping state 7 cannot be eliminatud from
MC (387) since (43) implies (37). Therefore, the final solution is (45) (387) and (127)

as shown on Table XVI C,

VIl Examzlel

The examples provided in this section are mainly designed to illustrate the
Step 5A-b and Step 5B-c, since in Section VI illustrations have been provided for the

other steps. However, Bxample I is included to demonstrate again the ideas of Rules I
and II,



Example I
From Table XVII A the maximum compatibles are found to be (1267), (343) and (28)
which are designated as A, B, and C, respectively, in the MC chart of Table XVII B.
It can be seen that the EMC's are A and B, which also cover all the states of the flow
table. The closure table with EMC's A and B is constructed as shown on Table XVII C.
This brings us to Step 3.
Step 3.
Subsets implied: (267), (126) and (345). All subsets are proper.
Step 4.
a) (348) implies (334), respectively
b) 1287)
/N
(267) (126)
e
EMC - (1267) Fundamental.
EMC - (345) Truly contained.
Thus the process terminates since no states can be eliminated from the MC's by
Rules I and II. This is obviously true since all the states in both of the M.'s are

all primed. This 1.0 indeed a trivial example. The final table is shown on Table XVII D.

n I I3
1 71 - - 60
2 2 - -- 20
3 30 51 | 61

] 61 -- 20

7 61 70 1l -

Table XVII A
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9—‘% (1267) - A

(343) - B

(28) - C

1 7 - 6
2 2 - 2
A
8 6 - 2
7 6 7 1
3 3 1) 6
B 4 4 3 7
5 - 4 2
Table XVII C
: I I I3
A Al AO AO
B BO B1l Al
Table XVII D

Example 2
The closure table shown on Table VII, Section IV, will be continued here to find
the minimal closed set,
Step 3.
Subsets implied: (125), (347) and (2346). All subsets are proper.
Step 4.

Neither A nor B is truly contained.
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Step 5A-b.
Subgets formed by the primed states of A and B are:
a) (37) (15)
& <« Implication
(286)

b) Application of Rule III

(2367) (15)
N N N+ Implication
(34) (38 (347) (299
c) (23467) (15)

N TN %Y <- Implication

(34'5/ (125)  (340) (26)
d) (23467) (125)

Thus in Step 5A-b a repeated application of Rule III is sufficient to find the
minimal closed solution. The compatibles shown crossed out are already proper subsets
of that step.

Example 3

From the flow table of Table XVIII A the maximum compatibles are found as shown
on Table XVIII B. By inspection MC's A and C are essential and cover all the states
of the flow table.

Step 3.

Subsets implied: (1279), (5679), (358), (1379) and (457). Subsets (1279)
and (358) are non-proper.

Step 4.

EMC's A and C are noncontained,

Step 5B-c

Subsets formed by the primed states of ENC:

a) 5:,{:. (369)
-a—Imnplications
(279) (369) (45; \?131) (38)
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Where underlined compatibles are non-proper, apply Rule VI. 8ince (248) and (389)
are not hounded, one may try to eliminate the non-proper subsets by omitting one of the
states shown above and beginning the process again,

b) (24) (89)
O ¥ < Implications
(719) (%6) (13)
By Rule IIIL, (c) is as follows:
c) (24) (1356 7 9)
F o h) < Implications
(19 (6)  pf9) (457) (38)
By Rule I1I, (d) is as follows:
d) (2437) (135679) (38)

(17';’ (V>"9" (Cup:otu) ;t’)— \?)4) T Tmplication

.) A' 'I cl
(2487) (138878) (38) Final Solution.

The compatibles shown crossed out are already proper subsets up to that step. 8Solution
ies shown on Table XVIII D.

I I3 Iy Ig
1 90 50 8 0 -

] 90 8- 8- 3,1
3 70 8 - 8 - 3,0
4 7 - 8 - -0 21

] 70 -0 - -

8 80 90 -0 -

9 10 40 30 -

Table XVIII A
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5 e I ~;; 9
Table XVIII B
L I3 1
1 |9 [s | s
2 |9 |s |s
s |7 |6 |-
s |7 |- |-
7 |1 |7 | s
s |3 |9 |-
1 |9 |s | s
3 |7 |s 6@
s |7 |- |-
e [3 |- |3
7 (v |7 |3
9 |1 |4 |3
Table XVIII C
1, 1, ’ I, 1,
A [ o | o | o | a
[ »o | a0 |co| Mo
¢ [ao | »o|co| 2o
Table XVIIX D

(124578)
(13579)
(135679)

(13578)



3s

VIII Conclusion

From the maximum compatibles derived from any incompletely specified flow table,
the problem of choosing a minimal set of compatibles has been investigated. A set of
rules and definitions has been given and defined such that hopefully it might cover
most of the cases which are likely to arise. The procedure does not yield all of the
possible solutions, and it does not always meet the lower bound defined by Otnuﬁort(’).
However, for certain flow tables the lower bound is not necessarily obtainable, For
flow tables which do not have any EMC's, a systematic approach remains to be found to
ntnft the application of the rules.

In conclusion, the procedure does indicate an approach to the nroblem for those

flow tables which have EMC's and SMC's.
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